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ABSTRACT— 
Skin disorders are caused by both genetics and environmental factors, they are the most frequent 
worldwide. Early detection of skin problems seems critical for successful treatment options. Detecting 
skin illness and determining its kind is a difficult challenge in the medical field. Because of the intricacy 
of human skin texture and the visual proximity impact of illnesses, determining the specific type might 
be challenging. As a result, it is critical to diagnose and recognize skin illness as quickly as possible. 
Artificial intelligence (AI) is quickly expanding in medical disciplines in today's world. Many machine 
learning (ML) and deep learning (DL) approaches are used for diagnostic reasons. These techniques 
significantly enhance and speed up the diagnosing procedure. This article provided a quick comparison 
of machine learning and deep learning approaches. Various image processing algorithms have been 
developed to identify skin cancer automatically as technology has progressed in recent years. Various 
strategies for categorizing skin lesions as benign or malignant are discussed in this study. We examined 
skin-related condition categorization using machine learning and image processing algorithms in this 
study.  

Keywords— Deep learning, Image processing, Machine learning, Skin disease. 

I. INTRODUCTION 

There are many different types of skin problems, each with its own set of causes, such as internal ones 
involving hormones and body tissues, like acne, or external ones involving environmental damage or sun 
sensitivity, like blisters. Because of its complexity, diversity, and similarities, skin illness can only be 
diagnosed by dermatologists with substantial clinical experience, and it is seldom repeated. An untrained 
dermatologist is prone to misdiagnose it, which can worsen the problem and prevent proper treatment. 
Thus, a rapid and reliable approach to aid patients and dermatologists in data processing and evaluation 
is required. Skin diseases are frequent among many illnesses, and if these tactics are not fit for that form 
of skin condition, they will backfire. People are quickly infected by skin illnesses, which must be treated 
as early as possible. 

Recent breakthroughs in computer vision using machine learning approaches have resulted in 
considerable improvements in computer - based diagnostic and detection systems for the early detection 
of severe malignant skin conditions. Deep learning developments have affected various scientific and 
industrial disciplines and resulted in important triumphs, drawing inspiration from the human nervous 
system. With deep learning's rapid growth in biomedical data processing, many professionals have turned 
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to it for more precise and trustworthy data. As the amount of available biomedical data, such as pictures, 
medical records, and omics, has grown fast, deep learning has seen substantial success in a range of 
medical image processing difficulties. The complexity of categorization is enhanced when each human 
skin characteristic is considered separately, and human extraction of characteristics is insufficient for 
classifying. Deep learning for disease detection has emerged as an exciting new research subject in 
dermatology. This study will cover how to use deep learning to examine the features of skin lesions and 
the current status of imaging technologies to detect skin illnesses. These deep learning-based algorithms, 
on the other hand, have a considerable training requirement, which is a huge number of annotated pictures 
for each class. Dermoscopy appears to be an image processing technology for reducing skin surface 
reflection and allowing in-person evaluation of problems inside the skin layers. With a better resolution, 
additional visual input from the skin layers may be obtained.  

Machine learning is a field that can assist in predicting illness diagnosis using previously trained data. 
Various machine learning approaches have been developed by many scientists to identify various 
illnesses efficiently. Uses artificial intelligence systems to learn without the need for explicit 
programming. Machine learning techniques can be used to develop a model that can detect disease early 
and recommend treatments. Early detection and treatment are the most effective ways to reduce disease-
related mortality rates. As a result, most clinical specialists are driven to innovative good predictive 
solutions for sickness prediction neural networks are computational. 

Artificial neural networks understand through similarities in labeled data and then use inference to make 
meaningful predictions in the absence of precise recommendations. In the medical field, classification 
algorithms are widely used to better detect and forecast disorders. Diseases and health difficulties such 
as liver disease, development of complications, prostate cancer, diabetic, and cardiac dysfunction have 
quite a significant impact on someone else's health and can result in death if ignored. The healthcare 
business will make effective judgments by extracting hidden patterns and correlations from the database. 
Thanks to improvements in machine learning and artificial intelligence, various classification methods 
and clustering approaches, such as K-nearest, Logistic Regression, Stochastic Forests, SVM Classifiers, 
Nave Bayes, and others, can give a cure for the disease.. 

The most well-known of these deep learning model is CNN, which is designed to train image 
characteristics and detect skin disorders. Pre-trained CNNs would be used in an improved training model 
to explain the better pictures. In order to categories all sorts of input photos, such neural networks are 
trained on millions of photographs. Residual Network, AlexNet architecture, ImageNet, and VGGNet 
are examples of freely pre-learned neural network based models that may be used to execute various 
tasks. 

The following is the overall structure of the article: The second section focuses into prior research on the 
classification of skin conditions. Section III provides an overview of machine learning methods and the 
Deep Convolutional Neural Networks Classifier, and Section IV shows the discussions. Section V 
includes the summary and offers recommendations for its future path. 

II. LITERATURE SURVEY 

Several researchers have proposed skin disease detection strategies based on imaging examinations. We 
will go through some of the techniques that have been mentioned in the literature at this point.  

In 2018, Thiruna Vukkaras K. et al. [1] used a variety of different classifiers to diagnose liver illness. 
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Regression analysis, k-nearest neighbors, and multilayer perceptron were the approaches used in this 
study. The confusion matrix as well as the effectiveness score are used to compare these classification 
algorithms. 

Melanoma cancer, for example, has such a higher risk of mortality but is treatable if caught early enough 
[2, 3]. Throughout the years, several computing technologies were also employed in the diagnosis and 
detection of tumors. A set of low-level pixel processing algorithms are often used in the traditional 
approach to medical picture analysis. In the pipeline process of melanoma cancer detection and diagnosis, 
primary processing methodologies such as images pre-processing, information extraction, extraction and 
classification, and categorization of tumors images were being detailed [4]. 

The Imagenet large scale visual recognition 2017 collection was employed in this study, which comprises 
around 2,000 increased dermatoscopic images divided into three basic categories: melanoma, nevus, and 
keratosis. Testing determines if these data are sufficient for accurately detecting and refusing normal and 
cancerous dysplasic diseases. Many epidermal histological analyzers have been suggested using 
Artificial Intelligence systems based on Deep Neural Networks (CNN), including the Imagenet, Resnet 
ensembles [5], R Convolutional neural networks [6], the Mask and Area Multi - Layer perceptron (Mask 
R CNN) and DeeplabV3+ method ensemble [7], and in overall numerous Convolutional constructions, 
creating this strategy one of the most powerful for effective feature investigation [8].  

Inside the reviewed state-of-the-art, data from the Global Conference on Biomedical Imaging (ISBI) 
2017 challenge is used as a reference as the most recent publication histopathologic object detection task 
(malignant/benign) for the ISIC (International Skin Imaging Collaboration) 2017 challenge. We 
undertake an objective comparison of data using the challenge's assessment criteria, such as precision, 
hypersensitivity, and accurate, using our recommended approach.  

Therefore, we included a new statistic called balance accuracy, which was recommended for this 
particular instance of an imbalanced database [9-11]. A Receiver - operating characteristic Relation 
(ROC) vector is supplied to evaluate and display the efficiency of many different classifiers in a single 
map; this is a very useful statistic for evaluation in the healthcare profession, and its use in machine 
learning research has been increasing [12]. 

Researchers in [13] presented a detailed neural network for detecting skin lesions in input skin visuals 
using medical imaging. They developed a prototype device to diagnose skin diseases using approach. 
The goal of this research is to detect and diagnose skin disease using texture analysis based on 
thresholding and neural networks based on input skin images. 

III. SKIN LESION IMAGE ANALYSIS TECHNIQUES 

Computer vision (ML) is a machine intelligence subfield that allows robots to think and act such as 
people without the need for human interference [14]. It is kind of a method for making robots understand 
without having to be specifically designed. Machine Learning's major objective is to develop computer 
software that can acquire information and data from all this. Machine learning may take numerous forms. 

Each sort of machine learning will be briefly defined in this section. Using supervised learning, the 
algorithm learns by adjusting input data variables, which includes both data and information. The method 
is given simple input data and told to learn the underlying structure from it in unsupervised learning [15]. 
Furthermore, both strategies are required for semi-supervised learning (various classification 
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environments). They employ both labelled and extracted features, which implies that some input has 
specific information needs while some do not. In reinforcement learning, the system tries to learn from 
its surroundings by rewarding desired actions and punishing undesirable ones [16]. The usage of these 
technologies is employed for a variety of medical activities, including illness diagnosis [17]. Artificial 
intelligence is a branch of machine learning that consists of several levels that hold different levels of 
observation, with every layer receiving number of inputs and transferring the result to another. 

A number of machine learning methods are used to identify the disease. The following are the majority 
of them that were detected in this review paper: 

 3.1 K - Neighbourhood Algorithm (KNN) 

 KNN is a fundamental training algorithm that is often used for categorization, pattern recognition, and 
prediction. The Distance measure between datasets is used by KNN to discover data neighbours. This 
approach is then used to address classification and regression problems. Furthermore, the k value (where 
k is an application variable) will detect all initial feature cases that are suitable for the new case and will 
surround all occurrences in order to obtain the incident for a similar place [18]. As a result, the Value of 
k is important and should be carefully planned, as a low K value could result in over-fitting. There are 
certain drawbacks, such as low performance when dealing with a large training dataset. Because we must 
calculate the distance between all training samples and each query instance, the computation cost is quite 
large.  

 

 

 

 

 

 

 

 

Figure 1. Example dermoscopy images for skin sores of HAM Dataset 

3.2 Support Vector Machine 

The Classification Method has been shown to be useful for a variety of classification applications. [19]. 
The number of points on the edge of the class descriptors is used to find the best hyperplane between 
classes. The gap separating two classes is known as the margins. The categorization accuracy increases 
with a bigger margin. The data sets on the border are called support vectors. Both regression and 
classification issues are solved using SVM. Furthermore, shrinking the image shortens the processing 
time and hence improves system performance. 

Classifier divides pieces of data into two groups by searching for features in a high-dimensional space 
and picking the best hyper-plane. It handles both small and large data effectively. 
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3.3 Naive Bayes algorithm 

Naive Bayes (NB) is a statistical and statistical method based on a classification algorithm. It is a common 
strategy in neural network models because of its simplicity in enabling all features to contribute equally 
to the final choice. The NB technique is intriguing and applicable for a variety of applications because 
of its computational efficiency. Prior, posterior, and class conditional probability are crucial components 
of the NB classification [20]. This approach has several advantages, including being simple to apply with 
large datasets and being quite effective. It might be used to solve binary and multiclass classification 
issues. A lesser quantity of training data is required, and both discrete and continuous data can be 
employed. This computation application is also used to filter spam emails and categories studies [21]. 

3.4 Algorithm of Decision Trees 

The Decision Tree (DT) is a supervised machine learning approach for solving regression and 
classification tasks that splits data periodically based on a parameter. 

The data is grouped into clusters, with the final conclusions represented by the tree's leaf. The purpose 
of the logistic regression is to employ training information to analyze fundamental choice rules in order 
to develop a model for predicting the predicted value [22]. The tree is formed using the data for training 
during the training stage. The name of the class is stored in the leaf nodes, but not in the decision nodes. 
The decision tree is used to arrange quantitative and qualitative criteria. The nonlinear link between 
arguments has no effect on the tree's efficiency. 

3.4 Deep Learning Classification Technique 

Nonlinear transformations are used in transfer learning, which a subset of machine is learning. It uses a 
variety of algorithms to understand how to comprehend incoming data using several levels of processing 
and complicated structures. Deep learning designs include pre - trained model (Recurrent neural 
network), deep auto - encoders, and artificial neural network (ANN). Speech recognition, image 
recognition, and pharmaceutical industries are among the sectors where these techniques have been 
applied. Recurrent neural networks is a neural training process that stores recent data in internal memory. 
In RNN architecture, memory units in general contain linkages to each other that transmit information 
from the previous execution. RNN modifies the present forward process in order to adapt to the context 
of current input [23]. Because the region of interest in MRI medical pictures is often dispersed across 
multiple neighbouring slices, subsequent slices have commonalities. As a kind of sequential data, from 
the input slices, RNN may extract inter-slice contexts [24]. 

Other computational intelligence technique, the convolutional neural network (CNN), is used to solve 
complex problems and categorize large amounts of data. The model is made up of four layers: 
convolutional, max-pooling, completely connected, and the output layer. CNN structure for medical 
image classification with multi classes that accepts a 32-bit sub picture from the medical image Pooling 
layers minimize the number of feature maps to be sent to the succeeding layers, allowing the fully 
connected layer to deliver information as a predictions of the appropriate category [25]. 
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Table 1. The Advantage and Disadvantage of the Mentioned Machine Learning Techniques in Section 
Three 

Machine -
Learning 

Techniques 
Merits Demerits 

KNN A model is inexpensive and simple to 
apply. Both classification and regression 
are possible with this method. On 
multiclass issues, it runs nicely. 

The amount of computation is 
enormous. The cost of classifying 
unknown records is high. High 
sensitivity to unnecessary 
information. 

SVM 

It can handle both linear and nonlinear 
data sets. Over-fitting is less likely to 
occur. Big data may be scaled up. 

When working with a huge dataset, 
performance suffers. Selecting an 
appropriate kernel function is 
difficult. When a dataset is noisy, 
they don't operate well. 

Naive Bayes 

The simple option for large datasets. 
Deals with both discrete and continuous 
data. Both binary and multi-classification 
are possible. Irrelevant characteristics 
have no effect. 

Models with several variables are 
very computationally expensive. 
Models that have been properly 
trained and tweaked can sometimes 
outshine Nave Bayes models, which 
are too simplistic. 

Decision  
Tree 

Both regression and classification are 
possible with this method. Handling 
numeric and categorical data is simple. 

Over-fitting may arise as a result of 
the tree's repetitive building. Larger 
trees are more difficult to read. 

Deep  
Learning 

Features are automatically detected. It 
may be used with a variety of data types. 

GPUs are required for training. 
Because of the complicated data 
models, training is quite expensive. 

 

IV. DISCUSSION 

All of the publications discussed in the preceding section are related research from 2009 to 2021 that 
employed various machine learning methods to diagnose illnesses. The evaluated work uses a variety of 
approaches, including K-nearest neighborhood, SVM classifier, logistic regression, and ensemble model. 
These methods were also applied to standard datasets in a number of disorders.  

In [26] and [27], the K - means and SVM classifiers were used to different datasets and attributes. In 
terms of performance, the SVM approach beat the KNN algorithm [26]. In contrast, the KNN method 
outperforms SVM by roughly 4% in [27]. The prediction tree's efficiency is around 1% greater than the 
uniform distribution, according to study [27]. The accuracy of the ensemble model utilized by researchers 
in [28] and [29] was 98.50 percent and 90 percent, respectively. SVM is the sole binary classifiers, but 
decision trees, KNN, nave Bayes, and CNN can classify into more than two groups. 

When the dataset is small, all algorithms function well, however deep learning techniques such as CNN 
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are superior for huge datasets. To recap, the technique's accuracy is determined by the size of the dataset 
and the classification algorithm, and the network method outperforms the statistical model. 

V. CONCLUSION 

In the medical industry, algorithms has become popular for providing tools and analyzing sickness data. 
As a result, learning algorithms are crucial for early disease detection. This study looked at a variety of 
machine learning algorithms for sickness prediction, as well as standard datasets, in illnesses such skin 
disease, breast cancer, heart disease, skin malignancies, and many more. Several methods for predicting 
SVM, K-nearest neighbours, and the logistic regression were determined to have high precision after 
evaluating several studies for various disease prediction models. However, because various important 
aspects, such as data, extraction of features, and the number of attributes, impact model accuracy and 
performance, the efficiency of the same technique may differ from one database to the next. Another 
noteworthy discovery in this review is that the accuracy and effectiveness of an ensemble classifier may 
be enhanced by using a different approach to generate it. 
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